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Recent experimental studies of ba&trandB state photoexcitation of land the ensuing many-body
dynamics in rare gas matrices by Apkarian and co-workers are simulated using the methods we
presented in an earlier work combining nonadiabatic molecular dynamics with semiempirical
diatomics-in-moleculegsDIM) excited state electronic structure techniques. We extend our DIM
methods to compute the ion pair states of thieake gas crystal system and use these states together
with a model of the configurational dependence of the electronic dipole operator matrix elements to
calculate the time resolved probe absorption signals in these pump - probe experiments using a
simple golden rule result. Our computed signals are in remarkable agreement with experiments and
we use our calculations to provide a detailed microscopic analysis of the channels to predissociation
and recombination underlying these experiments. 1997 American Institute of Physics.
[S0021-960627)02017-3

I. INTRODUCTION methods for treating this type of nonadiabatic dynamics in an
accurate and reliable way have only recently been
Ultrafast spectroscopic studies of molecular photodissodeveloped®**
ciation over a range of solvent conditions from gases to the In a recent papérwe showed how semiempirical
condensed phases enable detailed interrogation of the dgtiatomics-in-molecules(DIM) electronic structure tech-
namics of breaking and remaking of chemical bonds, and thaiques could be combined with nonadiabatic molecular dy-
influence of solvent environment on these fundamentahamics methods to provide an accurate general overview of
chemical processes. A very large body of work includingl, B state predissociation and subsequent geminate recombi-
both time independent, and time resolved spectroscopic exation dynamics in liquid xenon consistent with experimen-
periments, as well as analytic theories and molecular dynamal findings. We found that these methods provided a reason-
ics simulations™ [see Ref.(1) for other references to this able description of the influence of solvent on the
theoretical and computational wdrkas been devoted to the nonadiabatic couplings between electronic states and showed
study of diatomic molecular photodissociation, in particularthat these techniques gave subpicosecond timescales for pre-
the photodissociation of ;) in clustersy™*® solids;*™'®  dissociation and recombination, as well as relaxation path-
liquids,“*"~2*and high pressure ga$&s?®composed of non-  ways which were in good agreement with experimental find-
polar molecules ranging from simple rare gas atoms to morgngs.
complex polyatomic solvents such as cyclohexane and In this article we address the more ambitious task of
benzeng? computing specific experimental spectra using these methods
The interpretation of much of this work is complicated and provide a first principles understanding of the effect of
by two related issues: First, despite the fact that many of thenany-body interactions on nonadiabatic dynamics which is
gas phase potential surfaces fordre known quite accu- in general the underlying challenge of condensed phase re-
rately, the perturbation of these surfaces due to the presenegtive dynamics. We will focus on the simulation of time
of the solvent environment has only recently become ammeresolved pump-probe signals from in rare gas matrices
nable to detailed study through the application of semiempirfollowing excitation of the } to either its A(°Il,) or
ical electronic structure methods to these complex manyB[3I1,(0")] excited electronic states. After excitation by the
body interactions:*'~*" Secondly, these processes arepump pulse, the | atom fragments move apart due to the
fundamentally electronically nonadiabatic so the dynamicsepulsive nature of these excited state surfaces in the
which governs dissociation of the molecule on a repulsiveFranck—Condon region. In the gas phase, the | atoms would
surface, and its subsequent recombination into a bound elegeparate to infinity, yielding a unit probability of photodisso-
tronic state necessarily involves nonadiabatic motion ovetiation. In the solid, however, the lattice prevents permanent
perhaps many coupled electronic surfaces. Computationalissociation by caging the photofragments. Unlike the case
in liquids and van der Waals clusters, cage-induced recom-
dpresent address: Department of Chemistry, University of California, Ber—bmat_ion of b proceeds with unit probability in solid rare gas
keley, CA 94720. matrices.
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The microscopic dynamics of these photodissociatioravailable experimental results. In Sec. Il C we explore the
and recombination processes can in principle be explored iaffect of changing the matrix from argon to xenon predicted
detail using ultrafast time resolved pump-probeby our calculations and the article is finally concluded in Sec.
experiments17-?44%n which a delayed probe pulse interro- 1V.
gates the evolving mixed excited state by promoting the sys-
tem to even higher energy electronic excited states anﬂ_ METHODS
watching when and where these probe excitations take place.

For I, in rare gas matrices this probing can be viewed apA. Sample preparation and photoexcitation

proximately as excitation from some transient mixture of  The approach we employ for computing the experimen-
states(including theA, A", X, B, or some predissociative ta| pump-probe signals involves first generating equilibrium
intermediate Sta)do various pOSSib|e solvated ion pail’ final solvent Configurations of the ground Staﬁgare gas matrix
excited states. The eXperimental observable in these Studig§stem for which the experimenta| pump frequencies are
is the laser induced fluorescence from these final ion-paifesonant with the energy difference between the gro¥ind
states as a function of pump-probe delay. state and either th& or B excited states. Ensembles of 72

In a series of recent experimenifs}*~*> Apkarian and  independent trajectories are first equilibrated for about 10 ps
co-workers reported time resolved pump-probe measurest T=40 K in the argon matrix. Each individual trajectory is
ments on j isolated in Ar and Kr cryogenic matrices and started from an undistorted fcc crystal of 108 argon atoms
showed that vibrational populations created by ultrashort lawith an |, molecule in a double substitutional sfte?® Due
ser pulses retained their coherence for more than 5 ps aftgs the fact that an,l molecule is considerably larger than an
photoexcitation to theA or B states. These surprising find- argon atom it fits perfectly in such a cavity which is created
ings of relaxation timescales in the solid which are more tharby removing two nearest neighbor argon atoms. Despite the
an order of magnitude longer than typical timings for predis-fact that xenon atoms are much larger than argon atoms, the
sociation and geminate recombination gfith liquids must  |ong axis of the § molecule is still at least 40% larger than
be understood in terms of molecular vibrations createdhe xenon atom diameter. As such we have also initiated our
through the sequence of photodissociation, collision with thetudies of photoexcitation of, lin zero pressure xenon ma-
host cage, energy loss, recoil, and recombinattobespite  trices (p* =1.16) reported in Sec. Il from configurations
the rich information content in experimental pump-probealong an equilibrated trajectory of anrmolecule in a double
data, the signals are the result of complex many-body dysubstitional site in the xenon matrix.
namics, the details of which cannot be extracted by a cursory Each of these ground state equilibrated trajectories is
examination of the resulfS. It is thus essential to combine then evolved adiabatically in thé state until the pump reso-
the experimental studies with theoretical simulations thahance condition is achieved. These pump resonant configu-
face the challenge of yielding a comprehensive understandations are used as independent initial conditions for vertical
ing of the signals and their underlying dynamics. photoexcitation to the appropriafe or B states, leaving all

Early molecular dynamic¢MD) simulations were re- coordinates and velocities unchanged. The electronic expan-
stricted to studies of vibrational relaxatfn®® or adiabatic  sion coefficient vectors are set to the appropriate initial unit
caging~"***where nonadiabatic dynamics was completelyvectors for the relevant photoexcitation in each ensemble
disregarded and pairwise additive interactions were assumeghember and the nonadiabatic MD methods coupled with the
In this article we will demonstrate that the molecular dynam-DIM techniques presented in Ref. 1 are used to evolve the
ics involved in these microscopic processes is fundamentallghotoexcited ensemble of surface hopping trajectories con-
nonadiabatic, and that the interactions of the open shell sp&istent with the coherently propagated dynamical mixed state
cies(the separating | atomsvith the surrounding condensed electronic wavefunction for each trajectory. Mixed state ex-
phase environment which are responsible for the nonadiaitations are possible within our formulation but we have not
batic couplings are explicitly many-body in natdré3 considered them in these studies.

The article is organized as follows: Our preparation of  The 72 ensemble members for each calculation reported
the nonadiabatic MD ensemble of initial conditions consis-here were actually run in 4 groups of 18. The qualitative
tent with vertical pump excitation is first described in Sec.behavior of our calculated signals averaged over the full en-
I A. Next, in Sec. Il B our application of the golden rule to semble and reported in Sec. Il is actually reproduced in each
computing the pump-probe signals from our ensemble ofmaller group of trajectories, thus adding more ensemble
nonadiabatic surface hopping trajectories is outlined. Sectiomembers just smooths our results rather than introducing any
Il C describes our calculation of the ion pair states using theualitatively new types of dynamics. We thus believe that for
diatomics-in-ionic-systemgDIIS) extension of the DIM this system our relatively small sample of trajectories gives
method. For a description of our nonadiabatic MD methodsstatistically meaningful qualitative results.
and DIM calculations of the covalent state manifolds we re-
fer the reader to Ref. 1. In Sec. Il D we detail the model of
the dipole operator matrix elements used in our calculation
of the signals. Section Il presents our results for initial ex-  Calculating the subsequent probe absorption signals nec-
citation , in solid argon to both it#\ state(Sec. Ill A), and  essarily involves the calculation of the upper ion pair states
its B state(Sec. Il B) and makes detailed comparisons with as well as the dipole operator matrix elements,, which

g. Method for calculating pump-probe signals
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couple these ion pair states to the various covalent statgmilse shape modeled as a Gaussian of 150 fs FWHM
occupied as a result of the excited state nonadiabatic dynan#=63.7 fg. Our final expression for the experimental signal
ics. The calculation of these states and the dipole operatds thus obtained as

matrix elements are detailed in Secs. Il C and Il D. These

results are then used in the following golden rule expression o (t=t"H?> _ |

for the bare signal$(t), with time delayt between the pump o(t)~ f_xdt exp 2652 S(t). 2.5
and probe pulses:

C. Diatomics-in-ionic-systems calculation of ion pair
SO~ S [ dRp(ROILHRIPAAVA(R)~Nrnd. siates g °

2.1 In this section we present our implementation of the

Herep;(R,t) is the nonequilibrium time dependent probabil- diatomics-in-ionic systems meth@d!IS) for computing po-

ity density that the absorption transition takes place from]Eent,ial energy slurfalce(sPES) of cf;ovalenlt ancli electron trans-
initial adiabatic staté at nuclear configuratioR, x®are the €' 10 pair molecular states of ap molecule embedded in

R-dependent electronic transition dipole operator matrix elSClid argon. This semiempirical approach is the diatomics-in-

0-52 H
ements between the adiabatic states, and the energy consefelecules(DIM) method”~>*supplemented by classical ex-

ing & function counts only configurations for which the pressions for the induction energy and has been successfully
probe resonance conditionAV;(R) :Vifon( R)—V®YR) investigated by Laset al3*in studies of chlorine atoms em-
| I

=Nvpope iS Satisfied. Hereyopeis the probe frequency and bedded in xenon clusters. _ _
VE(R) andvifon(R) are the covalent and ion pair adiabatic We expand the time dependent electronic wave function

state energies, respectively. Use of this golden rule expre&f the polyatomic system (1), in terms of a canonical set

sion to compute probe signals assumes that the nucleglf valence bond(VB) adiabatic state wave functions,
framework remains stationary during the probe electronic ex¢k(t)'
citation.

~ Our ensemble oN. surfgce hopping tra_jectories is dis- W ()=, ay(t)Pu(t) (2.6
tributed among the adiabatic states according to the coherent k
evolution of the dynamical mixed state electronic wavefunc- . . . .
tion. With this representation the time dependent nonequilibf”lgdtiWe V\Imtf tmhle \éB }Nivi fgﬂ;ﬂggﬁk(g in terms of di-
rium probability density of occupying adiabatic stdteat abalic polyatomic basis Tunctionpbt's), ©;,
timet is simply

<z>k<t>=2j T ®;, (2.7)

1 N
PR =12 8,0[R=R(D)], (2.2
k=1 where the expansion coefficierifg; are the DIIS eigenvec-
where the sum is over the ensembleMfsurface hopping fors. The pbf's, written as linear combinations of simple
trajectories, with trajectork at positionR,(t) and occupy- Products of atomic functionpaf's, are products of atomic
ing adiabatic electronic stajg at timet. and diatomic functions and are assumed to be eigenfunctions
Substituting into Eq(2.1) and integrating over nuclear Of their respective atomic and diatomic Hamiltonians with

coordinates we obtain the signal as an average over our eflgenvalues equal to experimental energies. The argon atoms
semble of surface hopping trajectories and I" ions are restricted to be in their ground states and we

represent them by singlES, functions since they have S
1 ad 5 symmetry closed shells. The | atoms as well aschtions
S(t)~ Ngl Z | 155 [R(DT[ZS{ AV [RW() ] =N vprong- have P-symmetry open shells and are represented ##th
(2.3 and 3P functions, respectively.
o _ _ The diabatic polyatomic basis functiods; are written
Due to the finite duration of the assumed Gaussiams antisymmetrized products 8fsymmetrical functions of

shaped probe pulse in time, its frequency spectrum is nonthe N argon atoms and‘”) group functions of the iodine
monochromatic. We model this frequency distribution as anolecule,

transform limited Gaussian in probe pulse energy so ac-

counting for the finite energy spread of the probe pulse and N .
we write the signal as ‘I’j=A§(”Hl sy, (2.8
=
1 N
s(t)NNE E |/~L?jdk[Rk(t)]|2 where the indey indicates the electronic state of. [The
k=1 f

zero overlap of atomic orbitals approximati¢fiOAO), al-

X exl —{AVka[Rk(t)] — h,,pmbe}Z/zUZ]_ (2.4 lows us to omit the antisymmetrization operatdmendering
the polyatomic wave function as a simple product of atomic
Finally, to take account of the finite time duration of the and diatomic group functions. The error arising from this
pump pulse we convolute the bare sigBél) with the pump  approximation is proportional to the square of the overlap
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TABLE I. Molecular orbitals of T1*.

Casec type Case type wave function Ry(A) Te (cm™ ) we (cm™1) wexe (cm™ 1) Refs.

D',(2g) 112{|22)|S)—|S)|22)} 3.58 40 388.3 104.0 0.2065 59,60
1N2{[2-2)|5)~[S)|2~-2)}

B.(1y) 1V2{|20)|S)—|S)|21)} 3.61 40821.0 105.0 0.2300 61,60
1N2{[2-1)|S)~[S)|2—- 1)}

D,(0) 112{|20)|S)+|S)|20)} 3.58 41026.5 95.0 0.1400 62,60,57,58

E.(0g) 1J2{|20)|S)—|S)|20)} 3.65 41412.0 101.4 0.2048 63,61,60

(L) 1V2{|20)|S)+|S)|21)} 3.67 41621.0 95.0 0.2220 64,60
1N2{[2-1)|S)+[S)|2—- 1)}

5,(2,) 1V2{|22)|S)+|S)|22)} 3.77 41789.0 100.2 0.1300 64,60
1N2{[2-2)|)+|S)[2-2)}

f,(0g) 1V2{|10)|S)—|S)|10)} 3.57 47 026.0 104.2 0.2100 65,60

9.(0y) 1/1/2{|00)|S)—|S)|00)} 3.61 47 070.0 105.7 0.5000 60

F.(00) 172{|10)|S)+|S)|10)} 3.59 47 218.0 96.0 0.3600 60

G,(1y) 1/2{|11)|S)—|S)|11)} 3.53 47 559.0 106.6 0.2151 66,60
V2|1-1)[s)-[s)[1-1)}

(0y) 1/42{|00)|S)+|S)|00)} 3.79 50 100.0 99.4 (0.2000 60

(1) 1/2{|11)|S)+|S)|11)} 3.69 50 150.0 102.6 (0.2000 60

U2|1-1)|S)+|S)|1—-1)}

integrals and has been shown to be small in DIM calculation of ionic states, the basis set is how extended to include
tions on halogen atoms in noble gasés. 12 ion pair states arising from the (1S) + 1% (3P) configu-

In principle we could include configurations that are rations, which group in six states 3003 1g.14,24,2y)
neutral Arl, as well as ion pair configurations, Af I~ and  that correspond to*I(3P,) and six states G)OJ 0y .0,
charge transfer to solvent ionic  configurations1gy,1,) associated with1(3P, 9. These ion pair states are
Ar,_1Ar*l, , and take into account the couplings betweenpresented in Table | distributed in two blocks according to
these configurations. However, in our implementation of thetheir different dissociation limits and classified according to
method we neglect configurations that involve the positivetheir different symmetry species. In the first column of Table
charge delocalization in the matrix. The difference of thel We identify electronic states according to the value of the
ionization energies of the Ar and | atoms Suggests that therOjeCtion of the total angular momentum in the direction of
Ar,_,Ar*l, states will lie~5 eV above any of the ion pair the bond() and in the second column we summarize expres-
states of spectroscopic interest. Furthermore, we neglect tifions for the diatomic wave functions?. Any of these
couplings between covalent and ionic configurations. Thigunctions may be expressed by the linear combination that
latter approximation, which is justified by the fact that for an follows:
| atom the ionization energy is much higher than its electron .
affinity so the ion pair states have much higher energies than 5(1):Cll‘]J(a)MJ(a)HS(b))+°2|S(a)>|3§b)M§b)>' 29
any of _the coyalent states_con_adered h our CaICUI‘Fi'ﬂOnSWhere the ion pair electronic state of themolecule is la-
block-diagonalizes the Hamiltonian matrix into covalent and ; ; o .

o ) ) . beled by index and the labelga) and (b) indicate the dif-
ionic configurations. As discussed above the charge tranSf%rent iodine atoms. The ion pai lecular stat th
. : ; . . pair molecular states are thus
to solvent states is higher in energy again _and SO IS COMitten in a basis set of simple products of atomic functions
pletely decoupled from our calcglatlons. In '.:'g' 5 where We(spaf’s) in which the closed shell'l ion is modeled using a
presgnt our calculated .electrc.)mc states fi)."” the argon 1S function and the T ion is modelled usingP functions.
matrix we see that the ion pair statgs are indeed well SeParpase spaf's., , are thus defined as
rated from the covalent states for this system. ’

Covalent valence states are calculated according to the W n:|S>|J(n)M(n)> JMW=210
methods detailed in Ref. 1 including in our basis set for the ’ (2.10
iodine molecule the 23 covalent electronic states that corre-  \p(m=_j3m _jm4q 3m
late with the ground term?P) iodine atoms, ten of which
arise from?Pg,+2P3, (3/2,3/2, ten from?Pap+2Pyy; 3/ wherem enumerates the differedt™M (™) states listed
2,1/2, and three from?P,,+2P,,, (1/2,1/2 dissociation above of catiom, in the total angular momentum represen-
limits.>3 tation (coupled representatipnJ=L+S and M is the pro-

Gas phase potential surfaces for the ion pair states hayection ofJ in the direction of the bond. In this model of the
been the subject of much experimental investigafg®e ref-  ion pair states the other iodine particle is an anion with a
erences in Table | as well as Refs. 54)%38or our calcula- spherical closed shellS) electronic charge distribution.
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FIG. 1. Experimental gas phase potential surfaces'fet 1. The six lowest and six highest states are labelled in order of increasing minimum potential value
T as presented in Table I.

States withQ) different from zero are double degenerate. we

Each degenerate state corresponds to one of the two possible V=Tet 7~{1—exf — JwexeAmcu/i(R- Re) 1},
orientations for the projection of the total angular momentum Xe (2.12
in the direction of the bond. Consequently the 12 Hund’s

case(c) molecular states form a basis set of 18 states includ-

ing degeneracies. ) ) )

The energy levels of the system are now obtained in thavhere u is the reduced mass of the diatomic molecule and
usual way by forming the Hamiltonian matrix of order ParameterRe, Te, we, and wexe, presented in columns
18x18 with the basis set described above and diagonalizing3—6. were taken from Refs. presented in column 7. Alterna-

Due to the lack of interatomicatomic-diatomig elec-  tive forms for these interactions have been prop&s€dut
tron permutations in the polyatomic functiofdOAO ver-  due to the availability of parameters for the Morse potential
sion of Eq.(2.8)], the Hamiltonian of the system can be given above we have used this form to describe at1*
partitioned into interatomic and atomic terms accordirfj to interactions.

The Morse parameters for the gas phase ion pair poten-
tial surfaces presented in Table | were obtained by fitting to

HZEK: LZ'K H(KL)_nEK: H', 219 many vibrational bands in the emission spectrum of the ex-

cited ion pair state® These fitted forms are only reliable in
whereH®) is the Hamiltonian operator of atok and con-  the region of the excited ion pair state wells betweehand
tains all kinetic energy operators and intra-atomic potentiat~4.5 A. One could imagine constraining the parameters dur-
energy terms that depend solely on the position of akom ing the fitting of these shifted Morse forms to take account of
and on the coordinates of those electrons initially assigned tthe fact that the different groups of states have common dis-
this atom. Similarly,HKY) is the Hamiltonian operator ap- sociation limits, however, such a constrained fit was not
propriate for the diatomic fragmehiL. undertakerf® The added flexibility of the unconstrained fit

The diatomic fragment Hamiltonian for “1",  probably gives curves which very accurately represent the
H|(q1)|(q2), is constructed from curves of pair potentials of well regions, but the behavior at large bond lengths, as seen
states listed in Table |, that are presented in Fig. 1 and agn Fig. 1, does not reflect the correct pattern of common
proximated by gas phase Morse functions dissociation energies. As we shall see lagere discussion of
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Figs. 4 and 5, for examplethe position of the active probe whereD is the Cartesian rotation matrix with row vectors
absorption windows in these experiments lie in the range 3 t@onstructed from the projections of the unit vectfw@, and

4.5 A and this is precisely the region where these UNcons siong thell, I1, and3, axes(see Fig. 2 of Ref. 1t
strained fitted curves are probably quite reliable. Y

The Arl* pair interactions were modeled by a potential

constructed with a short range interaction term supplemented sin(a) 0 coga)
by a long range attraction which is dominated by-d/r* D=| —cogpB)coga) sin(B) cogpB)sina)
term with significant contribution from a 1/r® term. The

—sin(B)coga) —cogp) sin(B)sin(a)

short range term is approximated by-Ar potentials of the (2.15
usual %, II, and II orientations as described in Ref. 70. _
These potentials are constructed using the Morse-Morsefhe HamiltonianH'““(') expressed in the basis set pf
switching function-van der WaaldMMSV) potential forms  states defined in the fixed reference frame of the laboratory
from Ref. 71 for theX1/2, 13/2, andll 1/2 potentials. The (Px.Py.P) is then transformed to the basis functions de-
X1/2 andl 3/2 states correlate with tH®;,+ S, asymptote,  fined in the reference frame of the iodine molecule according
while the 1 1/2 correlates witifP1,+'Sy. 1/2 and 3/2 fol-  to the transformation defined by E(@.14 where the new
lowing X, I, andll are theQ) quantum numbers whef® is  transformation matrixD is defined as the inverse of the Car-
the projection of the total electronic angular momentumtesian rotation matrix presented above, where now the bond
along the molecular axis. In this article we follow the con- vector connecting the atom) and (@ defines the-axis of
vention presented in our previous womkhere vecto®, is in the coordinate system.
the reference frame of the diatomic fragment oriented along  This Hamiltonian,H”A’(i), is then transformed to the
the R;; vector,II is perpendicqlar tc§ a_nq located i.n the complexp basis functions, 1, po,p_1), defined by
plane formed byR;; and thex-axis, whilell is perpendicular
to this plane (see Fig. 2 of Ref. L The Hamiltonian _ _
H'" A" s thus written in the reference frame of the diatomic P1=[Pc+ipyJ/\2, Po=p,, and p_i=[p«—ip,]/\2
fragment I"'Ar() as, (2.16
according to the transformation defined by E2114) where
Vo 0 0 this next transformation matri® is defined as follows:

H'AY=1 0 v 0. (2.13
0 0 Vs 12 ily2 0

In order to express this Hamiltonian in the basis set of Eq. D= 0 0 1f. (217
(2.10 we first transform it from thep states defined in the 1/\/5 —i/\/i 0
reference frame of the diatomic fragmenpp(, pi,ps), to

the fixed reference frame of the laboratony, (py,p,) ac- H! A

is now a 33 matrix in the complexm,) basis set.

cording to the transformation In order to express it in the> uncoupled representation,
. |m; ms), we must perform the outer product with the3
DH'"A"p -1, (2.14  identity matrix, 15, according to

"Hy O O Hp O 0 Hyig 0 07
0O Hy O 0 Hp O 0 Hyy 0

0 0 Hy O 0 Hp 0 0 Hyg
Hy O O Hp O 0 Hy 0 O

0 Hy O 0 Hpz 0 0 Hyp 0| (218
0 0 Hy O 0 Hpy O 0 Hy
Hy O O Hzp O 0 Hyg 0 O
0 Hy O 0O Hyp O 0 Hgp O
0 0 Hy O O Hzp O 0 Hg

Hel, =

Finally, the Hamiltonian is expressed in the coupled representdtidn), according to the transformation defined by Eq.
(2.14), where D is the Clebsh—Gordon matrix defined in the transformation expression
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lmym.) = D B lJM) B
11 1) 1 0 0 0 0 0 0 0 O 12 2)
11 0) 0 . 0 0 . 0 0 0 12 1)
2 V2
1 1 1
1 —1) 06 0 — 0 0 0 — 0 — 12 0)
V6 V2 3
o 1) 0 — 0 002 0 0 o0 2 -1)
7 7
2 -1
o 0) = 0 0 — 0 0 0 0 0 — 2 -2) (2.19
V3 3
0 -1) 0 0 © . 0 0 0 ! 0 1 1)
7 A
1 -1 1
-1 1) 06 0 — 0 0 0 — 0 — 1 0)
7 NN
1 -1
-1 0) o0 0 —0 0 0 — 0 1 -1
v % -1
-1 —-1) o0 0 o0 1 0 0 0 O 0 0)
|
Ar—I~ interactions are modeled by a MMSV empirical €lectric field responsible for polarization we determine the

potential* and rare gas atom interactions are approximatednduction energy in the electrostatic approximation separat-
by a Lennard—Jones potential witt=83.26 cmi* and ing it as a special termy,,,
o=3.405 A.
The total Hamiltonian is then written as the direct sum -
over all diatomic-fragment Hamiltonians of the system as Hm”vm”:Wm’“'H"ﬁmv“):Ei ,2>. Varharh
follows:

-1ty A L ® | 2 N ) +2~ [V'rTArj+V'_A’j]
H=H""+1,0| > H@A +1e X, VoA )
K= K=
! ! +V|+ . |7+ n (222
N N RGIVIG)
*oark VI R
+ H'oA + 10 >, V@A |@1,+1 . . :
kzl o kzl ‘ 27 8 and we approximatey, by the classical expression for the
N1 N energy of polarization as folloW&"*
(ark
® VArARE 2.2
2:1 kZi ( @ R“f Rj|+
=2 M R R +2 2wy Tijep
where the constant monoatomic contribution appearing in J i1~ jiel b=l

Eqg. (2.11) is omitted. The energy of the system is calculated

. R ; X L
relative to the energy of infinitely separated neutral species +2 By (2.23
in the ground state: y I
N In Eq. (2.22, V is defined as
Ew=2E|[zp3/2]+1_21 Ea. (2.21)
~ . C
As presented above, the diatomic termi$(A" ), V=Vtga (2.24

H(A1™) include the energy of polarization of neutral Ar at-
oms by the charged species and I'. However, in order to  whereC, is expressed in terms of the atomic polarizability
take account of the self-consistent many-body nature of thef Ar, «, and the charge of the ioq as
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C,=310%a. (2.25 included only transitions between diabatic states for which
AQ=0. The final aspect of the selection rules for transitions

I_:or the cglculauon ofyn We consider atoms_as NONOVET- - ween electronic states in the coupled Hund caseep-
lapping polarizable spheres and compute the induced dipole

moments »; self-consistently according to the following resentation is that ifl=0 the only allowed transitions are
i those which involve states with the same reflection symme-

equation: . e -
try in a plane containing the bond. Thus transitions
_|Ru+S(IRa+))  Riu-S(|R-1) 0*~0" and 0 0" are allowed while 0«0~ is forbid-
K= Ak Riﬁ Riu— den. Note that these symmetry considerations are for the to-
tal spin-orbit coupled wave functions in this representation.
The angular momentum projection quantum numbers
= T uil, (2.26 o : ot
{7k and symmetries in the coupled representation are given in

parentheses in the state labels of the diabatic basis functions
used to describe our DIIS ion pair states presented in Table I.
The adiabatic states occupied by our excited nonadiabatic

whereTj, are the components of the dipole-dipole interac-
tion tensor given by

x2—r2/3 xy Xz MD trajectories will be linear combinations of diabatic basis

T. :_i Xy V123 yz (2.27 states predominately in the covalent state manifold which
ik > ol ' dissociates to twd=3/2 atomgthe (3/2,3/2 covalent mani-
Xz yz 2173 fold], or the initially excitedB state from thg3/2,1/2 cova-

wherer is the interatomic distance with cartesian compo-lent manifold. The covalent diabatic states we thus consider
nentsx, y, andz, and the switching functio®(R) is defined in our intensity calculations have the following symmetry
as® labels presented in the uncoupled representation, followed by
; ; A+t
10 ifR<(fe—rg) the coupled representation in parentheses;'S (0.),

9
A CTo(2), AP, CT(0,), B,3Hu(0§’),

3(_ 2 — = -
S(R)= 1.0+ R°(—6.0R°+15.0R—10.0 (2.28 lHu(lu)! 3H29(29), alsnlg(lg)a a/,SEQ (Og)! 3EJ(OU)1
if (re—rg)<R<rc ’ and3A3,(3,).
0.0 ifR>rc Using the selection rules for transitions between states in

] the coupled representation outlined earlier, together with the
where rc is equal to half of the length of the cell and gigpatic state symmetry designations listed above and in
rs=1A. Table I, we have calculated adiabatic transition dipole mo-
ment matrix elements according to Eg.29 and included in
our calculations all the following allowed transitions be-
tween diabatic states

The R-dependent electronic transition dipole operator : - + + + +
matrix elementsuf’ between (VB) adiabatic statesg; [T{EG)QDE?;?UZ?;])ﬁg%l)?i(gu));é(ag;HF(ou)'
needed in the computation of the signals outlined in Sec. Il B ! (i) transgiti'ons] %H (O‘)g<—: (O_”) 1 (19 )'(_> (1)
can be written in terms of the dipole operator matrix ele- ype 3 utMu )95 oy U Allg),
ments in the diabatic basis sdt,, as follows EIU(lU)HG(lg)’ Hzggzngf(zu)’ a+H19(19);_) 2/(11)’

' a H(lg(+1)g)3§(+1(u),) a’( Eg)(og )dHD(Ou), a'“%4(0g)
~ A —F(0,), 0,)<9g(0,), an
M?Jdk:<¢f|ﬂ|¢1k>:§m: zn: F’r;frnjk<q)m|;u‘|q)n>v (229) [Type u(”l) ?ran;itions] gB3Hu(OJ)<—>f(O;r), BSHU(OJ)

.
where the pbf's®,, are linear combinations of products of ~E(0g)-

atomic functions which are not explicitly specified within the ~ Here we have divided the transitions into three distinct
DIM or DIIS formulation. Thus integrals of these functions 9roups; those originating from bound covalent states which
over electronic coordinateslike the diabatic dipole operator dissociate to a pair of=3/2 atoms[type (i) transitiong, -
matrix elementsu & (R)=(d|f|®,)(R) needed in Eq. tr_ansm'ons or|g|nat!ng from unbound covrftllent stgtgs which
(2.29 are not readily available. We have overcome thisdissociate to a pair of=3/2 atoms[type (ii) transitions,
problem by assuming that the gas phase selection rules stfind transitions originating from thé state[type (iii ) transi-
operate for the diabatic transition dipole matrix elementstions] which form part of the covalent manifold of states
According to these selections rules, the diabatic transitiofvhich dissociate to d=3/2 atom and a=1/2 atom.

dipole matrix elements are different from zero only for tran- I our calculations we have further assumed that the
sitions betweerg and u states for whicrAQ=0,+1 with  €lectronic transition momentgsy, (R), are weakly depen-

Q being the quantum number for the projection of the elecdent on solvent coordinates and depend only on thigbbnd

tronic angular momentum onto the-1 bond axis. Despite length according to simple functional forms presented in the
the fact that theAQ==+1 transitions are technically al- literature®’""®that have been successfully investigated in
lowed, their intensities in the gas phase are typically at leasttudies and simulations dd—X and E—B fluorescence

100 times smaller than those of the)=0 bands>°%®  spectra of } in the gas phase. For all tygd transitions we

Thus in our calculations of the absorption intensities we havassume the same dependence on bond length and the same

D. Calculation of transition dipole operator matrix
elements
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strength with the following expression for the dipole matrix
elemenf®

i (Ri-)=A exd —Ri-], (2.30

with A= 10. The dipole matrix elements for all tyg) tran-
sitions are assumed to have the same exponentially decaying
bond length dependence but the strength of the dipole matrix
elements coupling these dissociative states to the ion pair
manifold are assumed to be smaller than the matrix elements
for the bound states. Thus

K (Ri-) =B exp( =R, (.30

with B=0.1.
All transitions originating from thé state[our type(iii )
transitiong have been modeled using the following fdfm

640/320 nm (exp.)
705/320 nm (calc.)

Vo 705/352.5 nm (exp.)
VR VAUN ]05/352.5 nm (cale.)

Intensity (arb)

M 720/360 nm (exp.)

0 0.00285 705/360 nm (calc.)
Iu’(iii)(R|*|): 009‘|‘(R|_|_389)4 (232 iy
This choice makes the typi) transitions about 100 times A ;32@;8 2$ gg:}’c'))
less intense than the tyg® transitions, consistent with ex- PRAY )
perimental observationS:’® In the above expressions all a0 1 2 3 4 35 § 7 3

bond lengths are in Angstroms. The tyfig and (iii) func-
tions used here are based on information from previous gas
phase experiments, while the ty(i® dipole function is pro-  FIG. 2. Comparison of experimentédolid) and calculateddashedl pump-
posed by the authors. We found that @duistate photoexci- probe signals foA state pump excitation of in solid argon aff =40 K and
tation signals are insensitive to the choice of the tyipe p*=1.07. Results for a range of pump-probe wavelengths are presented.
dipole function and these transitions could be made just as

intense as the typ@) transitions with little effect on thé

state photoexcitation signal. However, in order to obtainA- Detailed comparison with available experimental
qualitative agreement with the experimental results for kryp esults: A state excitation of | , in solid argon.

ton presented in Fig. 1 of Ref. 45 we assumed that tyipe In order to check on the accuracy and reliability of our
transitions from the dissociative states were considerably lesgalculated signal we compare our results with the experimen-
intense than the typé) transitions. Thus we conclude that tal pump-probe signals obtained by Apkarian and co-workers
type (i) transitions make the most significant contribution for for A state excitation of J in solid argon in Fig. 2. This
these signals. figure shows the strong trends in these signals with probe
wavelength. In the experiments the probe pulses are obtained
by frequency doubling the pump. As discussed by Apkarian
. RESULTS and co-workers changing the pump frequency shifts the rela-
tive timings of the different peaks in these signals by fairly
We present our results in three subsections. First wesmall amounts due to the fact that the excited state packet is
compare our calculated pump-probe absorption signals fgplaced at only slightly different positions as the pump wave-
A state photoexcitation of;lin solid argon with the pub- length is changed. In our calculations we have fixed the
lished experimental results of Apkarian and co-workérs. pump wavelength at 705 nm, run our ensemble of nonadia-
After demonstrating the accuracy of our calculations we usdatic dynamical trajectories from this initial resonance con-
these methods to predict the pump-probe absorption signatition, and then conducted the analysis of these nonadiabatic
for B state excitation ofslin this system. This higher energy dynamical trajectories at various probe wavelengths as out-
excitation can open electronically nonadiabatic channels ttined in Sec. Il B.
predissociation which we have surveyed in our recent liquid  The first feature to note when comparing our calculated
phase studiesSHere we explore the effects of these predis-signals with the experimental results is that the overall
sociation channels on the ultrafast pump-probe spectroscogshapes of the experimental data, and the trend in these shapes
of 1, in solid argon and compare and contrast our findingswith probe wavelength is well reproduced by our calcula-
with available experimental results and the behavior obtions. At the longest wavelength\ {q,e=370 nm for ex-
served for lower energf state excitation dynamics. Finally ample, the signals rise rapidly to the first peak at very short
we explore the effects of changing the nature of solid matriximes, then show a plateau with some superimposed structure
on the excited state relaxation dynamics by comparing théor about the first 1 ps, following which the signals again rise
above results in argon matrices withandB state relaxation rapidly to their maximum values at around the 1 ps mark.
dynamics in solid xenon. The subsequent signals next show evidence of a coherent

Time (ps)
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vibrational feature which undergoes decay out to about 4-5
ps. Our calculated signal over this time interval decays faster
than observed experimentally, but the frequency of the co-
herent vibrational feature is well reproduced.

At the shortest probe wavelengths,,e=320 nm, on
the other hand, the calculated and experimental signals again
agree with one another quite accurately and show qualita-
tively different behavior from that observed at the longer
wavelengths. The first major difference to note is that the
structured plateau feature between 0 and 1 ps is how com-
pletely absent and the spectrum is nearly dark between the
sharp peak near zero time and the reappearence of signal
neart=1 ps. Following this sharp peak atl ps the signals
at this shortest wavelength continue to increase out beyond 5
ps. This is in marked contrast to the long time decay ob-
served both experimentally and theoretically at the longer
wavelengths discussed above.

The peak neat=1 ps in the experimental results for
N probe= 320 nm is delayed relative to the peak at zero time
compared with our calculated results. This delay is most
likely due to the fact that for this highest energy pump exci- . NG
tation the experimental wavepacket is placed higher on the 0'" 1 2 - 3 ] ‘4 5 6
repulsive A state wall initially so it makes excursions to
larger bond extensions which delay the relative timings of
the peaks. As mentioned above, in our calculations we haveic. 3. Analysis of calculated pump-probe signals fostate pump exci-
fixed the pump energy and varied the probe unlike the extation of I, in solid argon atT=40 K andp*=1.07. Total signalsolid
perimental situation where the pump and probe are both Valc_urve is broken down into contributions from probe absorption transitions

. . N originating in theA state(long dashes A’ state absorptiofishort dashes
ied. The calculated and eXpe”mental timings for all theand probe absorptions originating from all other statei&,3/2 covalent

longer wavelengths are in better agreement because theggnifold (dotg. Results for a range of pump-probe wavelengths are pre-
packets are all placed lower on the repulsive wall for thesented.

longer wavelengths and the signals are thus reasonably well

approximated by our constant probe excitation assumption.

At intermediate wavelengths the different features out-potentialsAVs; responsible forA and A’ absorptions have
lined above merge continuously from one extreme to thesimilar shapes and that there is a delay time for relaxation of
other; the feature between 0 and 1 ps gradually dying out agopulation from theA to theA’ state. It is interesting to note
the wavelength is decreased, and the long time signal decakat theA’ state actually establishes a stable, slowly growing
at longer wavelengths is slowly pushed out until we see onlyopulation over the entire time of simulation. Despite this,
the increasing signal at the shortest wavelengths. The accthe signal contribution from thd’ state initially grows in,
racy with which these trends and features in the experimentahen rapidly decays leaving only signal due to absorption
signals are reproduced by our calculations is remarkablérom theA state at longer times. This rapid disappearance of
given the crude nature of our assumed dipole moment funcA’ signal occurs because trajectories on Miesurface rap-
tions, and the lack of any adjustable parameters in the covadly move out of resonance with the probe, whitestate
lent potential surfaces which determine the nonadiabatic dytrajectories stay resonant for longer. This rapid decrease of
namics or the ion pair surfaces which influence ourA’ absorption is probably what is responsible for our total
calculated signals through the resonance condition. calculated signals decaying too quickly at longer times com-

In Fig. 3 we resolve our calculated signals into contribu-pared with experiments as seen in Fig. 2. It is likely that the
tions from the transitions originating in thg A’, and other upperD’ state responsible for most of th®' absorption
diabatic electronic states. From this break down of our calintensity moves out of resonance a little too rapidly as the
culated signals we see that over the 0-5 ps interval aftdoond vibration relaxes after excitation. The most question-
photoexcitation to thé\ state, the probe signals at all wave- able part of theD’ surface we have used in these studies is
lengths studied are dominated {5%) by continuedA state  the short range repulsive region. As we shall see later, this is
absorption, though there is an important contributionthe region of the uppebd’ state most relevant foA’ D’
(~20%) from the close, lower lying\’ state which appears absorption when the ensemble of trajectories populating the
very shortly after the initialA state excitation due to strong A’ state undergo vibrational relaxation. On the other hand,
nonadiabatic mixing between these states. Fhand A’ the B state which is responsible for most of thestate ab-
contributions to the signals have similar coherent featuresorption, seems more reliable and we believe that at longer
but are initially out of phase with one another. These chartimes the signals should actually have comparable contribu-
acteristics are most likely due to the fact that the differenceions from bothA and A’ absorptions. The increaseil

i 705/320

705/352.5

Intensity(arb)

705/360

705/370

Time(ps)
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absorption would make our total calculated signals decay v T T -
slower, giving better agreement with experimental observa-

tions at longer wavelengths. 705/320
To understand the origin of the various features of the %

signals in Fig. 2, we_plot_ the bondl_ength his_tories of all our g 705/352.5

ensemble members in Fig. 4. In this figure time goes up the ‘é

y-axis and thex-axis gives the bond extension. These g 705/360

bondlength histories are determined by the nonadiabatic dy-
namics following the pump pulse, and where these trajecto-
ries go determines how the different wavelength probe
pulses will be absorbed. Above these trajectories we have
stacked traces of the signals at the various probe wavelenths 4l
computed along our trajectories. These probe signals are
plotted as a function of the bondlength along our dynamical
trajectories to show where the different probe pulses are ab-
sorbed. These upper panels thus give the average positions
and shapes of the probe absorption windows, and the time
history of passage of the trajectories through these windows
gives rise to the dynamics of our calculated signals presented
in Fig. 2.

The variation of the positions of these probe absorption
windows displayed in the upper panels of Fig. 4 can be un- 0 3 4 5
derstood from the calculated covalent and ion pair state elec-
tronic energy levels displayed in Fig. 5. In this figure we I-1 Bond Length A&
present the state energies felin a perfect argon fcc crystal. _ _ , _
The b molecule is placed at the lowest energy equilibriumr'G' 4 Lower panel shows I'—I t_)ond Ien'gth tr{ijectorles as f_unctlons of time

. . . . . following A state pump excitation of, in solid argon atT=40 K and

geometry and its bond length is stretched holding its O”enb* =1.07. Upper panels show probe signals calculated along these trajecto-
tation and center-of-mass fixed at its initial values. To underries plotted as functions of bond length. These plots show which bond
stand how the resonance condition selects out the bondlengigngths give strongest probe absorption signals and how these probe win-
windows displayed in Fig. 4 we have overlayed Fig. 5 with a@0Ws shift as the pump-probe wavelength is varied.
curve of the difference potentiahVy; between the first ex-
cited adiabatic covalent stafevhich corresponds to thA’
diabatic state for most important bondlengthed the lowest
energy adiabatic ion pair staf@vhich corresponds to the show a single main peak centered at around 3.2 A, consistent
D’ diabatic state for most bondlengihsThe probe reso- with the bondlength at which our representative energy gap
nance condition occurs when the horizontal probe energfunction in Fig. 5 is cut by the 320 nm probe energy. From
values intersect this difference potential curve as well as anthis figure we further see that the outer resonance condition
of the various other possible difference potentials. We seéor \ o= 320 nm is satisfied at beyond 5 A. We do not see
that for the highest probe energigshortesty ,.,,9 the reso- a peak in the signal traces at such bondlengths in Fig. 4
nance condition is satisfied for both shorter bondlengthsimply because none of our trajectories make it to this bond
(around 3.2 A, and longer bondlengths well beyore#d A.  extension, which is consistent with having the turning point
For lower probe energies the two resonance windows movéor the A state pump excitation\(,m;= 705 nmj just beyond
towards one another and begin to coalesce at the longe4t5 A as it is presented in Fig. 5.
wavelengths used in these studies. At  progressively longer probe  wavelengths

In Fig. 5 we also overlay thé andB state pump exci- (X ,ope=352.5, 360.0, and 370.0 nrwe see the inner reso-
tation energies. The approximate turning points of the clasnance condition(Fig. 5 moves to longer bondlengths con-
sical motion occur when the occupied state potential curvesistent with the motion of the dominant peak in the signal
(typically the lower energy covalent states at longertraces in Fig. 4. As discussed above the outer resonance con-
bondlengthsintersect these excitation energies. These resadition in Fig. 5 shifts in with increased wavelength but it
nance and turning point conditions for the fixed equilibriumnever moves in closer than about 4.2 A. We only see strong
center-of-mass position and orientation of theén the rigid  contributions from this outer window absorption in the long-
lattice give only estimates of how far the trajectories go andest wavelength signal traces in Fig. 4.
where they will absorb or emit a photon. Our trajectories  From the bondlength trajectories we see that the excited
sample distorted and dynamically changing configurations o$tate dynamics first takes the Ibond through the shortest
the system and so these equilibrium frozen lattice resultbondlength windows at very early times giving rise to the
serve only as a rough guide to what we should expect. Frorfirst peaks in the calculated spectra in Fig. 3 very close to
the signal traces presented in Fig. 4 we see that these estiero time. At around the 0.5 ps mark the trajectories go
mates are very reasonable; thg,e=320 nm signal traces through the first turning points of their motion. Some do this

705/370

Time(ps)
[ w
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J(07), 5(07), F(0}), G(1,), (07), (1)

—_—
i
g < b
< X = 02,172
2 \ D@,), 80,), DL, EG}), 1(1), (2.} f
[5 B N N L el / ossfo oo fonnonns
N
Sy, 00" \ (3/2,172)
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OSSO = OOy (.11, (OO
10000 | A+ Ao = " .

I-1 Bond Length (R)

FIG. 5. Potential energy curves as a function of I1-I bond length obtained from DIM calculations for cofaesst three groups of stajeand ion pair

(upper two groupsmanifolds of } positioned in its minimum energy orientation in a double substitutional cavity in a frozen argon matri*with.07. The

ion pair states are labeled as in Fig. 1, and the three covalent manifolds are labeled according to their different total angular momentum dissociation products.
Horizontal traces indicate experimental pump energieg\fstate § p m;= 705 nm andB state § y,m= 533 nm pumping. The bond lengths where these total

energy traces intersect the potential curves for the states of the lowest covalent manifold3 @tate diabat, indicate the approximate turning points of the
classical motion over these various surfaces. The curve labeled by diamond symbols gives an example of an adiabatic potential difference curve
AE;=EP"—Ef (herei=2, andf=1). When this energy difference curve intersects the various probe energy thgres=(370-320 nm the probe

resonance condition is achieved giving approximate bondlengths for the inner and outer probe resonance windows.

earlier and at shorter bondlengths while other trajectories urereased(see Fig. 3, almost quantitatively reproducing the
dergo almost unperturbed motion until they encounter therend observed in the experimental signals in Fig. 2.
repulsive solvent wall at beyond 4.5 A extension. This dis-  The wavelength dependence of the longer time dynami-
persion results due to the different environments around thgg| response observed in the experiments and reproduced
I, sampled as it tumbles about in the low temperature latticgualitatively in our calculated signalsee Fig. 2, can also

at equilibrium on its ground state potential surface. For theye understood from the trajectories and the variation of the
370 nm probe pulse from the bottom trace in Fig. 4 we Se§yindow positions displayed in Fig. 4. The more rapidly de-
that many trajectories which make it to bond extensions begaying longer time behavior observed in our calculations at
yond aboti4 A have the energy gap between their occup|ed)\pmbe: 370 nm arises because the inner most probe absorp-
state and the ion pair manifold resonant with this probe puIs<ﬁOn window, centered at 3.4 A, is positioned very close to
and thus show contributions to the second window absorpg,, o ter turning point of thé or A’ state vibrational mo-
tion. The motion through. the Quter window at. this IongeSttion as we see from Fig. 4. As th&/A’ state vibrational
probe wavelength thus gives rise to the peak in the 370 np otion damps due to vibrational relaxation and dissipation to

probe 5|gnal f’ﬂ arm_md 0.5 ps opserved |_n_F|g. 2. The fact thEt{Ee solvent, the amplitude of the bond extensions decays, and
the relative intensity of this signal arising from passage

through the outer window around the 0.5 ps mark agrees we} N tra_lje_ctories thus move out of the prqbe absorption win-
with the experimental results indicates that the assume ow giving a decreasing signal at longer times. Thus the long

functional form of the bondlength dependence of the diabatid ™€ decay of the signal fox ;ope=370 nm reflects this en-
dipole moment functions is reasonably reliable. ergy dissipation from the excited Vibration.

As we increase the probe pulse energgwering the From Fig. 4 we see that fak,ope=320 nm the probe
wavelength to say pope=320 Nm), we see that the inner absorption WII’I('-J?)W. is positioned slightly to the rlght of the
most resonance window shifts to shorter bondlengths whilé\/A" state equilibrium bondlength, thus as the excited state
the outer window will shift to longer bondlengths due to the Vibrational motion dissipates energy and the amplitude of the
curvature of the difference potentials between states in thBond extensions decays, trajectories spend more time in this
ionic and covalent manifold&see solid phase curves in Fig. inner probe window so we see the probe absorption signal
5). From Fig. 4 we see that our nonadiabatic trajectories ddncreasing steadily with time. The fact that our calculations
not reach the outer resonance window for the 320 nm probgeproduce these variations in signal decay rate with probe
pulse and consequently our calculated signals have a featuveavelength reasonably well indicates that the DIM many-
associated with passage through the outer resonance winddwdy excited electronic potentials are accurate functions of
that gradually disappears as the probe wavelength is ddsoth intra- and intermolecular coordinates.
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B. Predicted B state excitation of | , in solid argon r r : r T . T .

In this section we present our calculated signals at vari-
ous probe wavelengths following pump excitation efait
A pump= 533 nm to itsB state in solid argon matrices. This
excitation is expected to give qualitatively different dynam-
ics from theA state excitation studies described in the pre-
vious section since th& state diabatic surface, being the

. . N B) in solid A Ic.
lowest energy bound state from the excii@®,1/2 mani- . L )15113;(/)3163 nfn(ca ¢
fold, is crossed by several predissociative states from the %

(3/2,3/2 manifold in the bondlength range 3fR,_,;< 3.5 &
A as we see in Fig. 5. In our previous work @ state =
photoexcitation of J in liquid xenort we showed that these §
diabatic curve crossings give rise to strong nonadiabatic ef- & L®) g‘;;;’;;,‘(’,‘,f;,(e’“’)

fects which have a profound influence on the relaxation dy-
namics. In theA state excitation studies presented above we
found that the probe signals were dominated by continued
A state absorption, combined with some transi@htstate
signal which resulted from the nonadiabatic mixing between
these two close lying states. Here we thus explore the influ-
ence on the expected pump-probe signals of a more energetic L
excitation in which the relaxation dynamics involves consid- ATER—— S ; - ‘
erably more complicated nonadiabatic mixing between relax- 01 2 3 4 5 6 7 8 9

ation channels. Time (ps)

Fortunately these calculations do not tread on com, FIG. 6. Comparison of experimental pump-probe signalBfaetate excita-
pletely unknown ground IUSt yetas Apka”an and co- Workerﬁlon of 1, in solid krypton(solid curve and calculated signals for the same
have reported experimental pump-probe signalsBfastate  pump excitation in solid argofdashed curjeat T=40 K and p* = 1.07.
photoexcitation Ofﬂ in solid krypton matrice€® In Fig. 6 we Results for two different probe wavelengths are presented in an effort to
compare our calculated results for 533/363 and 533/368 nrﬂﬁggsrggz svf;flceﬁ;;g‘:gfer'”g solvent polarizability on ion pair state energy
pump-probe wavelengths in solid argon with their experi-
mental 533/400 nm pump-probe signals in solid krypton. Our

choice of probe wavelength is based on the fact that emissiofhey are dipole coupled, or the dipole oscillator strengths of
from ion-pair states occurs at 382 nm in Ar and 423 nm inthe occupied states which are in resonance are small, result-
S|gn|f|catly shifted from its gas phase origin at 340 jng in very little probe absorption. The early time nonadia-
° Our calculations of the ion pair states ofih solid  patic relaxation dynamics following state excitation in
argon, reproduce this red shift remarkably well showing thakolid argon is very similar to the nonadiabatic dynamics we
it can be completely understood in terms of solvation of thereported followingB state excitation in liquid xenon. Some
ionic upper state in the polarizable matrix. nonadiabatic dynamical trajectories exit tBestate on the
From Fig. 6 we see qualitative agreement between th@ery first bond extension within 50—100 fs after excitation.
signal decay and coherent structure in our calculated signafhese rapidly relaxing trajectories enter one of three possible
in argon and experimental results in krypton. The main dif-major predissociative diabatic states which have strong sol-
ference between the calculated signals fdnlargon and the  vent induced nonadiabatic coupling to tie state. These
experimental signal in solid krypton seems to be the periodhree predissociative channels occur via thg,, °II,,, or
of the coherent vibrational feature which sets in at about states. Within our model of the transition dipole matrix
~0.75 ps. Our calculations in argon show a slightly higherelements between the covalent and ion pair diabatic states
vibrational frequency than the experiments in krypton, whichsummarized in Sec. Il D the typéi) transitions possible
is probably due to the bigger double substitutional cavity forfrom these predissociative states all have relatively small os-
I, in the solid Kr matrix. In Fig. 7 we explore the influence cillator strengths so despite the fact that they may be reso-
of probe wavelength on our calculated signals and decormant they make little contribution to the calculated probe
pose them into contributions from different states. We se&ignals. The same is true for trajectories which behave dia-
that there is a small feature in our calculated spectra close toatically and remain in thé& state during their early time
zero time, in marked contrast to the strong features near zemynamics. The typdiii) transitions from theB state to the
time we saw in our calculate#l state signals in Fig. 3. ion pair manifold may come into resonance with the probe
The reason for this qualitative difference between earlypulse during this early time dynamics but our model for the
time signals forA andB state excitation is that the covalent dipole oscillator strength for these transitions makes these
states which are occupied during the early time nonadiabatiprobe absorptions relatively weak as well.
relaxation dynamics followind® state excitation are either There is some confusion in the experimental p&per
out of resonance with the appropriate ion pair states to whicleoncerning the precise specification of the time origin. The

L(B) in solid Ar (calc.)
: 533/368 nm
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excitation studies we find some significant qualitative differ-
ences. For about the first 0.5-0.75 ps we find that some
trajectories remain in thB state and undergo more than two
vibrational periods on this bound excited state surface. On
each bond extension some of th&estate trajectories bifur-
cate into the various predissociative states and they subse-
533/320 quently undergo extremely large bond extensions out to be-
tween 5 and 6 Abeyond even the turning points indicated in
the frozen lattice results in Fig)5The first wave of predis-
sociating trajectories recombines at around th8.75 ps
mark and they do so into th&, A’, and X states. This is
533/352.5 clear from the appearence of the thick group of trajectory
traces which oscillate around an equilibrium position of
about 3.2 A as we saw before in Fig. 4 for theandA’ state
recombinations. The additional group of trajectories which
show very large amplitude and much higher frequency vibra-

Intensity(arb)

533/363 tions about an equilibrium position around 2.7 A character-
izes the new recombination channel into tkestate which
was not evident in ouA state excitation studies. The recom-

533/368 bination into thes&\, A’, andX states at-0.75 ps give rise

to the onset of the strong probe absorptions resulting from
the type(i) transitions coming into resonance between these
occupied states and their ion pair partners as we see in Fig. 7.
Time(ps) From the break down of our calculatBdstate excitation
FIG. 7. Analysis of calculated pump-probe signals Bostate pump exci- signals presented Ir_] Fig. 7 W? see that In ‘_"‘dd'“‘?” to the ngw
tation of I, in solid argon atT=40 K and p* = 1.07. Total signa(solid  COmponent absorption associated with trajectories recombin-
curve is broken down into contributions from probe absorption transitionsing in the X state, the dominant contribution to the probe
;”gti”ta“”% igrtﬁa;t?ée(g;g C:azhe): bA;rStSti absric"iztift’i'(:h?r“ r?]a;*riiher signal is no longer due to th state as we found fok state
steist;ﬁnaczvarl)ent moani,foldjof—doasi cusrv)epRc;siltos ?ori,\ rz?ngg of pump- p“mp'”g' For ouB state StUdl_eS’ In contrast, we ,fmd that the
probe wavelengths are presented. probe signals are now dominated by absorption from the
lower energyA’ state. The newX state absorption appears as
a transient feature lasting only out to about 2 ps at longer
experimental data presented in Fig. 6 was taken directly fronprobe wavelengths, but stays in resonance with the probe for
Fig. 1 of Ref. 45. Later in this same paper the time origin isconsiderably longer at shorter probe wavelengths.
arbitrarily shifted to the beginning of the first probe absorp-
tion peak and there is no discussion as to why this data is ) o )
presented with two different time origins. The only way that G- Comparison of A and B state excitation of I in
this second time origin, with virtually no delay between solid argon and xenon
pump and probe pulses, could be rationalized within the In this final section we explore the influence of solvent
nonadiabatic dynamics predicted by our calculations is if theon the dynamics following initiah andB state photoexcita-
type (iii) probe absorption transitions from the excitBd tion in different rare gas matrices. We thus compare the dy-
state to the ion pair manifold were to be made considerablyamics in argon reported in the earlier sections with results
more intense, as these transitions are the only ones resonam find for xenon matrices.
with the probe at early times. This however is inconsistent In Fig. 9 we plot our calculated potential curves as a
with the relative intensities measured in the gas phase of thieinction of L, bondlength in the frozen xenon matrix. Com-
possibleB and A state absorptions resonant with the probe.paring with our results in Fig. 5 for the argon matrix we see
As soon as thé\ state starts to be appreciably populated bythat the effect of the larger double substitutional solvent cav-
the nonadiabatic dynamics, absorptions from this state arty in xenon gives energy surfaces which are almost flat and
roughly 100 times more intense than the probe resonant tramppear very much like the gas phase results out to around
sitions possible from th8 state so a strond state signal is 4-5 A (see Fig. 1 from Ref. JLin marked contrast to the
expected to grow in after the early time nonadiabatic transtrongly curved surfaces we find for the tighter double sub-
sient dynamics consistent with the delayed appearence atitional cavity in the argon lattice. In xenon the dense
probe absorption which we see in our calculations and isharge-transfer-to-solvent manifold associated with states in-
observed in the experimental results reported in Fig. 1 ofolving delocalization of the positive charge to various
Ref. 45. p-like hole states on the xenon atoms of the form
In Fig. 8 we plot the bondlength histories and signall+I~+Xe" should lie above, but quite close to the ion pair
traces for our initialB state excitation studies, and compar- manifold since the difference in the ionization potentials for
ing with the results we presented in Fig. 4 for durstate | and Xe is only about 1.67 eV compared to the situation in
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- - - argon where the ionization potential difference~i%.3 eV.
The possibility of overlap between the ion pair and charge
transfer manifolds in xenon thus complicates the calculation
of probe excitation signals in this solvent and we will ex-
plore the effects of these charge transfer states on the solu-
tion phase spectroscopy in future work. For the purposes of
this article, however, we concern ourselves only with the
533/363 influence of the different solvent environment on the quali-

' tative dynamics of the underlying trajectories within the co-

b .. 533/368 valent manifold.
” ___ad A5 In Figs. 10 and 11 we thus compare the bondlength his-

tories for our various excited state nonadiabatic dynamical
ensembles foA andB state excitation, respectively, in both
the argon and xenon matrices. There are several very striking
] differences in the bondlength trajectories for the different
solvents which are evident in these figures. The most dra-
_ matic of these differences is clear in tlestate excitation
results displayed in Fig. 10. In solid xenon the nonadiabatic
recombination dynamics results in population in all of the
A, A’, andX states similar to the situation we saw ®istate
- excitation in argon in Sec. Il B. FOA state excitation in
0 ' argon as we saw in Sec. lll A, however, we find no evidence
2 3 4 5 6 of recombination back into th¥ state and only thé\, and

I-1 Bond Length &) A’ states are prepared as a result of this excitation and sub-
sequent relaxation in solid argon. We believe that this appar-

FIG. 8. Same as Fig. 4 only here results Bostate excitation of,lin solid ent nonadiabatic dynamical filtering of the recombining
argon are presented.

§33/320

533/352.5

Intensity(arb)

Time(ps)

Energy(cm™)

3 3.5 4 4.5 5 55 6 6.5

I-1 Bond Length (A)

FIG. 9. Same as Fig. 5 only here potential curves fanla solid xenon matrix with reduced solvent dengity=1.16 are reported. Agai& andB state pump
excitation energies are indicated.
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FIG. 10. Comparison of,Ibond length trajectories following initigh state excitation ir{a) solid argon matrices, an) solid xenon matrices.

mixed electronic state occurs in argon because of the proxwhere we compare ouB state excitation studies in argon
imity of the repulsive solvent wall. The gaps between theand xenon. First, for this higher energy excitation the recom-
adiabatic states are large in the tight solvent cavity of théination dynamics always gives a strongly mixed electronic
argon matrix and there is less mixing of thestate into the state at longer times for which the signal is dominated by
dynamical wave function due to the large energy gap to thi#\, A’, andX state absorption apparently independent of sol-
state. In xenon where the solvent wall is much further awayent, unlike the situation discussed above for the lower en-
the coupling will be much smaller so the electronic waveergy A state excitation. Next we note that there is a very
function has the opportunity to become a strong admixture ofonsiderable difference between the argon and xenon sol-
close lyingA, A’, andX states. This surprising effect indi- vents in the excited state vibrational period of trajectories
cates that solvent conditions may provide a subtle way tavhich initially move diabatically and remain in this state out
control mixing of excited electronic states in condensedo about 0.8 ps. The excitation conditions are identical but
phase systems. because of the very tight solvent cavity in argon we see
There are several interesting features to note in Fig. 1hearly threeB state vibrational periods with amplitudes near
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I-1 Bond Length )

I-1 Bond Length (A)

~3.5 A in argon. In xenon, on the other hand, Bestate
vibrations in the larger solvent cavity extend beyond A

about 0.8 ps for the xenon matrix.

experiment which directly probes thg state vibrational dy-
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FIG. 11. Comparison of,Ibond length trajectories following initid® state excitation ia) solid argon matrices, an@) solid xenon matrices.

fluorescence probeat shorter wavelengths extending down
to 250 nm in the hope that we could separate out a transient
and as a result we see a considerably different excited stat state signal but we find that intense absorptions from the
vibrational frequency with only two vibrational periods in A, A’, andX states generally wash out aBystate absorp-
tion signals. Alternative probing methofs.g., measurement
Experiments onA state excitation in various rare gas of dichroic responsemight separate out the transieBistate

matrice§* have revealed small environmental shifts in fre- signal yielding information on this interesting solvent effect.
guency and anharmonicity for this state. We suggest that an The final feature we note which may also be interesting
to explore in alternative probing experiments is the establish-
namics might be sensitive to the large environmentament of considerable populations of trajectories in states
changes in potential curvature evident in our short time tranether than theA, A’, or X states. From Fig. 11 we see that
sient results. We have conducted calculations of our absorgellowing B state excitation in either argon or xenon there
tion signals (equivalent to the experimental laser-inducedare many trajectories which undergo very different dynamics
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to the bound oscillatory motion of trajectories which simply liquid state survey studywe see subsequent geminate re-
recombine into theA, A’, or X states. These other trajecto- combination dynamics only at the highest liquid densities
ries show slow undulating bond extensions between abougtudied where only about 25% of our trajectories recombine
3.5 and 5 A with little evidence of any clear periodic motion. and do so into thé’ state within about 1—1.5 ps after initial
We believe that these trajectories primarily involve recombi-excitation. In contrastall B state trajectories in the solid
nation into the®S [ (0,,) state. From Figs. 5 and 9 this state phase calculations reported here undergo rapid predissocia-
[and the other highest energy state in the Franck—Condoation followed by recombination dynamics and into either the
region from the(3/2,3/2 manifold, the®A ,(3,)] crosses the A, A’, or X states and it is this complete recombination in the
B state at the largest bond lengths, and from the intersectiosolid phase which is responsible for the long time coherent
of the B state pump wavelength with this curve we see thatwibrational dynamics observed in the matrix studies.

the inner turning point at just under 3.5 A matches well with
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